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This presentation shows a practical guide for using Monte-Carlo simulation studies and an 
interactive white-board for the teaching and learning of sampling variability, sampling 
distribution characteristics, and the central limit theorem. The presenter will show the use of both 
SPSS and Stata statistical software for performing Monte Carlo simulations. Below is an outline 
of the presentation. First, a definition of Monte Carlo simulations will be given; second, there 
will be a brief discussion about the role of simulations in statistics; and third, two examples of 
Monte-Carlo simulation studies will be demonstrated. 
 

1. Definition of Monte Carlo simulations. 
 

2. Importance of Monte Carlo simulations in statistics. 
 
3. Example #1. Use of Monte Carlo simulations for investigating properties of location 

estimates. 
 
Here we compare the sample mean (1)! , sample 20% trimmed mean (2)! , and sample 
median (3)! as estimates of the mean µ of a specified distribution (normal or skewed). We 
follow the Monte Carlo simulation procedure indicated below to make the comparison. 
 Generate independent draws

1
, ,

n
X XK  from the distribution. 

 Compute (1)! , (2)! , and (3)! . 
 Repeat the first two steps B times (i.e. 1000B = ) to obtain 

(1) (1)

1 ,..., B
! ! ;   (2) (2)

1 ,..., B
! ! ;     (3) (3)
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! !  

 For 1,2,3k = , calculate 
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 Compute the relative efficiency of estimate j  to estimate i  for 

1 2, 1 3, 2 3i j i j i j= ! = = ! = = ! = . 

a) If 
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b) If the estimates are not unbiased, compute the relative efficiency by using the 

formula
( )

( )

( )

( )

i

j

MSE
RE

MSE

!

!
=  

If 1RE < , then estimate i is more efficient than estimate j . 
 Investigate the sampling distributions of these estimates of µ through the use of 

sample histograms.  
 

4. Example #2. Use of Monte Carlo simulations for investigating the sampling distribution 
of a sample mean. 

 
Here we investigate the behavior of the sample mean x as described by its sampling 
distribution. First, we consider that the underlying population of x-values is normally 
distributed with parameters µ and! . The Monte Carlo simulation procedure to do the 
investigation follows below. 
 Generate independent draws 

1
, ,

n
X XK  from the population under consideration. 

 Compute its sample mean. 
 Repeat the first two steps B times (i.e. 1000B = ) to obtain

1
,...,

B
X X . 

 Calculate 1
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; compare this value to the population meanµ . 
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; compare this value to the population standard 

deviation! . 
 Construct a sample histogram of the X - values (i.e.

1
,...,

B
X X ). Because B is 

reasonable large, the sample histogram should rather closely resemble the true 
sampling distribution of X (obtained from an infinite sequence of X - values). 

 Repeat the experiment for several values of n to determine how the choice of sample 
size affects the sampling distribution. 

 Repeat the experiment for a skewed distribution with parameters µ and! . 
 State the central limit theorem based on the above observations. 

 


